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Abstract – Although several popular tourist destinations exist in Assam, India, its charm remains enigmatic. This research was 

aimed at predicting the tourism potential zone (TPZ) for the state of Assam using five machine learning models (i.e., Conditional 

Inference Tree, Bagged CART, Random Forest, Random Forest with Conditional Inference Tree, and Gradient Boosting 

models) and one ensemble model. A 5-step methodology was implemented to conduct this research. First, a tourism inventory 

database was prepared using Google Earth Imagery, and a rapid field investigation was performed using the global positioning 

system and nonparticipant observation technique. A total of 365 tourism points were present in the inventory, 70% (224 points) 

of which were used for the training set and 30% (124 points) for the validation set. Tourism conditioning factors, such as relief, 

aspect, viewshed, forest area, wetland, coefficient of variation of rainfall, reserve forest, population density, population growth 

rate, literacy rate, and road–railway density, were used as independent variables in the modeling process. The TPZ was predicted 

using the above machine learning models, and finally, a new TPZ ensemble model was proposed by combining all the models. 

The result showed that all machine learning models performed well in terms of prediction accuracy, and the ensemble model 

outperformed other models by achieving the highest area under the curve (97.6%), Kappa (0.82), and accuracy (0.93) values. 

The findings from this research using machine learning and ensemble methods can provide accurate and significant information 

for decision-makers to develop tourism in the region. 
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1.0 Introduction 

In recent years, tourism has been a key driver of economic growth in both underdeveloped and 

wealthy nations (Manzoor et al., 2019). Tourism helps expand the economy of underdeveloped and 

developed countries in various ways, such as providing gains in foreign exchange, luring foreign 

investment, and increasing tax receipts (Zabihi et al., 2020). The economic world and its 

productivity are facilitated by tourism, which is one of the biggest industries in the world (Puška et 

al., 2021). Tourism is an important demographic mechanism that solves the unemployment 

problem in crowded and sparsely populated areas. The United Nations World Trade Organization 

estimates that only 25 million travellers worldwide were globetrotters in 1950. In a mega decade, 

this number increased to 1.4 billion people. 2018, the most outstanding tourist growth was 

registered in the Middle East and Asia Pacific regions (Scarpocchi, 2020). 

Assessing tourism potentialities is unquestionably significant and necessary as tourism 

intrinsically and extrinsically contributes to the socioeconomic development of a place 

(Kachniewska, 2015). Tourism potentiality is the sum of environmental, ethnographic, 

cultural, political and social values for establishing tourist activities in a place (Katelieva & Muhar, 

2022). The philosophy of tourism potentiality plays a significant role in retaining the personality 

of a region (Kontogeorgopoulos, 2017). It promotes tourists’ conduct, which considerably and 

favourably aids in preserving the natural and chemical integrity of the ecosystem (Khadka et al., 

2021). Tourism potentiality can evaluate a region’s capacity for sustainable and inclusive growth 

(Blapp & Mitas, 2018; Zekan et al., 2022). As a result, it is strongly advised that the touristic 

potential for the integrated growth of society and culture be evaluated (Banik & Mukhopadhyay, 

2020). Although the state of Assam is filled with tourism potentiality, such areas are yet to be 

explored. Therefore, the distinction and prediction of potential zones (TPZs) are necessary to utilize 

tourism resources effectively.  

In recent decades, advancements in photogrammetry, geographical information systems 

(GIS), and remote sensing (RS) have led to the creation of numerous new machine learning (ML) 

models and algorithms by researchers worldwide (Marín-Buzón et al., 2021; Apostolopoulos et al., 

2021). Determining the TPZs involves analyzing the physical and socioeconomic parameters to 

forecast tourism trends in unexplored areas. Globally, various ML models have been employed in 

research fields such as identifying potential groundwater zones (e.g., Vafadar et al., 2023; Roy et 

al., 2024), environmental and ecological planning (e.g., Mosebo Fernandes et al., 2020), resource 
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management (Garg et al., 2022), forestry (Liu et al., 2018; Zhao et al., 2019), urban and regional 

planning (Chaturvedi & de Vries, 2021; Tekouabou et al., 2022), and natural hazard management 

(Wang et al., 2021; Linardos et al., 2022). Furthermore, ML models have been applied in diverse 

sectors of tourism, such as tourism demand forecasting (e.g. Claveria et al., 2016; Bi et al., 2022; 

Karakitsiou & Mavrommati, 2017; Cankurt & Subasi, 2015; Law et al., 2019), tourist review 

analysis (Le et al., 2021; Puh & Bagić Babac, 2023), and tourist arrival forecasting analysis (Sun 

et al., 2019), for which historical time series data are available. But for TPZ identification, the 

decision-making model, particularly the analytic hierarchy process (AHP), has so far dominated 

the frame (e.g., Raha et al., 2021, 2022, 2023; Sahani, 2020; Pathmanandakumar et al., 2023). AHP 

is an objective decision-making process that aids in determining the base information about any 

project over a specific region (Chowdary et al., 2013). 

Generally, expert opinions are utilized to fine-tune the model. However, to accurately 

model similar geo-environmental factors in the same region, the models rely on long-term data on 

TPZ and its’ causal factors. Regrettably, such data is often unavailable in most cases. Several ML 

models have played a significant role in this regard. Specifically, advanced ML models could play 

a substantial role in project viability by analyzing tourist behaviour, accommodation, and 

destination facilities (Singh et al., 2023; Nath et al., 2020). ML models have been used to examine 

tourist databases via pattern recognition, data-driven insights, adaptability and flexibility, improved 

accuracy, scalability, and automation (Danish et al., 2023; Chien et al., 2023). In this research, the 

following ML models were applied: (i) conditional inference tree (Kuhn & Johnson, 2013), (ii) 

bagged CART (Hamze-Ziabari & Bakhshpoori, 2018), (iii) random forest model (Gevrey et al., 

2003),  (iv) random forest with conditional inference tree (Quinlan, 1992), and (v) gradient boosting 

(Kuhn & Johnson, 2013). Furthermore, an ensemble model was prepared by combining the 

forecasts of various bootstrapping base models, such as decision trees, support vector machines, 

bagged CART, and gradient boosting models. This combination eliminated the shortcomings of 

individual models and provided the benefit of their combined advantages. In addition, for spatial 

assessments, the ML results were linked to the GIS, which made it possible to represent spatial data 

in the visual form (maps) to identify areas in which TPZs can be developed. This data integration 

is expected to facilitate understanding and provide users with added spatial context during decision-

making. 
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Therefore, considering the above perspectives, the research objective is to predict the TPZ 

using several machine learning and ensemble models and make an inter-model comparison. The 

remaining manuscript was structured as follows: 

 

• The second section was marked with the introduction of the study area. 

• The third section, the materials and method section, was identified. 

• The fourth section of the manuscript identifies the ‘Result’ section of the manuscript. 

• The fifth section highlights the ‘Discussion’ section and 

• The last section highlights the conclusion section of the manuscript. 

 

2.0 Materials and Methods 

2.1 First Step: Selecting the Study Area 

Assam, the largest state in terms of population and the second largest in terms of territory, is 

bordered by Bhutan and Arunachal Pradesh in the north; Nagaland, Arunachal Pradesh, and 

Manipur in the east; Bangladesh and Meghalaya in the west; and Tripura, Mizoram, and West 

Bengal in the south (Assam state portal; assam.gov.in). Initially, the state of Assam had 27 districts; 

however, in 2016, 5 districts were added. Nonetheless, in this research, only 27 districts were 

considered for simplification. The fact that Assam is home to three of India’s six physiographic 

divisions, namely, the northern Himalayas (Eastern Hills), northern plains (Brahmaputra plain), 

and deccan plateau, is an important geographical feature (Karbi Anglong). Assam often experiences 

a “tropical monsoon rainforest climate,” with high humidity and precipitation. Warm summers and 

mild winters make for a temperate climate that residents can use throughout the year. Spring 

(March–April) and fall (September–October) are often pleasant, with mild temperatures and rains. 

According to the Census of India (2011) (“Census Tables | Government of India”), Assam has a 

total population of 3.12 crores. Assam’s population constituted 2.58% of all Indians in 2011. Assam 

has a population of 31,205,576 people, with 15,939,443 men and 15,266,133 women. The state has 

a total size of 78,438 km2. Therefore, Assam has a population density greater than the national 

average.  

Assam is significant for drawing tourists because of its magnificent mountains, biodiversity, 

plenty of foliage, ethnic diversity (fairs and festivals), and emission zones (Huismann, 2014). 

Despite the country’s popularity for tourists visiting, there are still many opportunities to explore 



 

33 
 

its scenic beauty, grasslands (Bugyals), caves, bird-watching sites, camping grounds, parks, and 

wildlife sanctuaries, as well as its skiing areas, river valleys, passes, glaciers, mountain peaks, 

trekking trails, and river rafting locations (Choden et al., 2018). The Himalayan mountains allow 

people to escape the pre-monsoon heat because of the good weather and picturesque scenery 

(Huismann, 2014). 

To the best of our knowledge, this research is the first to highlight the tourism potentialities 

of the entire Assam. Previous research highlighted the tourism potential only in certain pockets of 

the state. For example, the nature-based tourism potentials of the Tinsukia District of Upper Assam 

were divulged by Bordoloi and Agarwal (2015). The tourism potential of the Karabi Anglong 

autonomous council districts were estimated by Ronghang and Sen (2022). However, the previous 

research activities completely neglected spatial assessments, model building, and their validation. 

This research emphasized the tourism potentials of the Assam state using machine learning 

algorithms, making it an appealing reading for academicians and tourism practitioners. Therefore, 

this research is novel and has implications for assessing tourism potential. 

 

2.2 Second Step: Choosing Tourism Potentiality Causative Factors and Multicollinearity  

Tourism potentiality is a multidimensional concept in which several physical and socioecological 

variables are linked (Raha & Gayen, 2023). The second step in the methodology (Figure 1) 

involved choosing the causative factors for tourism potentiality and measuring the 

multicollinearity. Here, 11 criteria were selected based on the recommendation of a five-membered 

(out of 5 members, three members were male, and the remaining were females) expert panel (Table 

1) and in-depth literature reviews (i.e., Raha & Gayen, 2023; Sahani, 2020; Trukhachev, 2015; 

Schultze et al., 2014; Gourabi & Rad, 2013; Hoang et al., 2018). Three of them are academicians 

or researchers with at least five years of expertise in travel and tourism. The remaining two are 

destination managers with ten years of experience in the travel and tourism industry. In a separate 

consent form, the consulted experts permitted the results to be used purely for academic purposes 

without revealing their original identity. The following criteria were used in this research: relief 

(RL), aspect (AS), viewshed (VS), forest area (FA), wetland (WL), coefficient of variation of 

rainfall (CVR), reserved forest (RF), population density (PD), population growth rate (PGR), 

literacy rate (LR), and road/railway density (RRD). RL, AS, VS, FA, WL, CVR and RF created an 
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initial base for tourism activities (Yuxi & Linsberg, 2020). The PD, PGR, LR, and RRD indicated 

a regional population structure. 

 

 

Figure 1. Methodological framework. 

 

The sources of data are presented in Table 1. RL, AS, and VS were obtained from the digital 

elevation model prepared by the Shuttle Radar Topographic Mission (SRTM) (resolution was 1 

ARC and pixel depth was 16 bits, published in 2014). The SRTM DEM was downloaded from the 

NASA Earth Explorer (“EarthExplorer”). Details of the FA were obtained from the India State 

Forest Report (2019). Data on the WL and RF were acquired from the Assam Project on Forest and 

Biodiversity Conservation Society (https://apfbcs.nic.in/apfbcs/wetland/annexure2.pdf). The CVR 

data (2020) was obtained from the Climate Research and Service Unit, Pune (2020). PD, PGR, and 

LR were sourced from the Statistical Handbook of Assam (2016). 
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Table 1. Considered thematic layers and their sources of data. 

Criteria Sources of data Directionality of 

influence 

Descriptions 

Relief (RL) SRTM DEM, spatial Resolution 90 m The moderate to low 

relief aspect helps to 

vibrate the tourism 

potentialities positively 

(Codrea et al. 2022) 

Aspect (AS) SRTM DEM, spatial Resolution 90 m 

Viewshed (VS) SRTM DEM, spatial Resolution 90 m If the viewshed increases, 

so will tourism 

potentialities and vice 

versa (Sahani, 2020) 

Forest area (FA) India State Forest Report 2019  

 

Forest areas, wetlands, 

rainfall variation, and 

reserved forest positively 

enhance tourism potential 

(Deribew et al., 2022) 

Wetland (WL) Assam Project On Forest and Biodiversity 

Conservation (Apfbc) Society 

https://apfbcs.nic.in/apfbcs/wetland/annexure2.pdf 

CV of Rainfall 

(CVR) 

Climate Research and Service Unit, Pune, (2020) 

Reserve Forest 

(RF) 

Assam Project On Forest and Biodiversity 

Conservation (Apfbc) Society 

https://apfbcs.nic.in/apfbcs/wetland/annexure2.pdf 

Population 

Density (PD) 

Statistical Hand Book of Assam, 2016 The population density 

and growth rate indicate a 

balanced population 

structure; therefore, it 

motivates the positive 

outcomes of tourism 

potentiality (Fakfare et 

al., 2020) 

Population 

Growth Rate 

(PGR) 

Statistical Hand Book of Assam, 2016 

Literacy Rate 

(LR) 

Statistical Hand Book of Assam, 2016 The literacy rate and the 

RRD positively motivate 

the potential value of 

tourism 

Road & Railway 

Density (RRD) 

Open Street Map 

 

 

Multicollinearity is essential before developing a particular model (Memon et al., 2019). A 

high correlation between two or more dependent variables disturbs the model’s predictability. This 

research used the tolerance and Variance Intrusion Factor (VIF) methods to detect it. The formula 

was as follows (Eq. 1 and Eq. 2): 

 

https://apfbcs.nic.in/apfbcs/wetland/annexure2.pdf
https://apfbcs.nic.in/apfbcs/wetland/annexure2.pdf


 

36 
 

𝑇𝑜𝑙𝑒𝑟𝑒𝑛𝑐𝑒 𝑜𝑓 𝑖 − 𝑡ℎ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 (𝑇𝑖) = 1 − 𝑅𝑖
2    (1) 

  𝑉𝐼𝐹 𝑜𝑓 𝑖 − 𝑡ℎ 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑜𝑟 𝑣𝑎𝑟𝑖𝑎𝑏𝑙𝑒 (𝑇𝑖) =
1

1−𝑅𝑖
2    (2) 

 

where, 𝑅𝑖
2 depicts the coefficient of determination in the regression equation. For independence, 

the tolerance level should be more than 0.10, and the VIF should be less than 10.0. 

 

3.3 Third Step: Spatial Modelling of TPZ  

In the third step (Figure 1), TPZs were predicted using the single classification tree model (ctree 

model), bagged CART (treebag model), random forest model (rf model), random forest with 

bagging ensemble algorithms using conditional inference tree (cforest model), and gradient 

boosting (gbm model) models. Further, combining the ctree, treebag, rf, cforest and gbm models, 

a new ensemble model was prepared. For this research, we have set the scenario as the 10-fold 

cross-validation with repeats in train control. Here, the objective with a cross-validated data set 

was to optimize and determine the size of the tree by tuning the complexity parameters. 

 

3.3.1 Conditional Inference Tree (ctree Model) 

The ctree model is a nonparametric class of regression trees embedding tree-structured regression 

models into a well-defined theory of conditional inference procedures. It applies to all kinds of 

regression problems, including multiple response scales of covariates (Hothorn et al., 2015; Fu, 

2017). The response Y is given the status of m covariates employing tree-structured recursive 

partitioning. The m dimensional covariate vector 𝑋 = (𝑋1, … … . . , 𝑋𝑚) was taken from the sample 

space ℵ = ℵ1…×………….. × ℵ𝑚.Here, both response and covariates can be measured on arbitrary 

scales. The conditional function distribution D(Y/X) of the response Y given the covariates X 

depends on the function f of covariates (Eq. 3) (Hothorn et al., 2015). 

 

𝐷(𝑌|𝑋) = 𝐷(𝑌|𝑋1, … … … … … . 𝑋𝑚) = 𝐷(𝑌|𝑓(𝑋1,…………..𝑋𝑚)   (3) 

 

where we restrict ourselves to portion-based regression relationships, i.e., r disjoint cells, 

𝐵1,……..𝐵𝑟,partitioning covariate space, i.e., ℵ = 𝑈𝐾=1
𝑟 𝐵𝐾. 
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The regression relationship should be fitted on a learning sample. 𝐿𝑛  i.e., learning samples 

with n independent observations, possibly with the same coordinates 𝑋𝑖𝑗 missing (Eq. 4). 

 

𝐿𝑛 = {(𝑌𝑖,…..𝑋1𝑖,………….,𝑋𝑚𝑖); 𝑖 = 1, … … . , 𝑛}      (4) 

 

A genetic algorithm for the recursive binary partitioning for a given learning sample 𝐿𝑛 can 

be formulated using non-negative integer-valued case weights 𝑤 = (𝑤1, … … … … , 𝑤𝑛). Each tree 

node is attached with non-zero or zero weights, as the case may be. 

 

3.3.2 Bagged CART Model (treebag Model) 

Bagging, which stands for Bootstrap Aggregating, is a technique used to enhance the stability and 

accuracy of machine learning algorithms, in particular for decision trees, such as CART (treebag 

model) (Vrontos et al., 2021). This research uses the following steps: (a) multiple bootstrap samples 

were created in each iteration. Each sample was a random sample with replacement and had the 

same size as the original dataset. (b) A decision tree model was trained for hundreds of bootstrap 

samples for CART. These models differed slightly due to the differences in the training samples. 

After training all of the decision trees, the predictions for the new data were made by aggregating 

the predictions of each tree. The classification tasks in this research were done by majority voting 

– the class out of all that had the most votes. It helps to reduce overfitting because bagging trains 

many models on slightly different datasets and aggregates all their predictions. So, it lowers the 

variance of the whole final model (Choi & Hur, 2020; González et al., 2020). 

 

3.3.3 Random Forest Model (rf Model) 

One of the most popular supervised learning models is rf, which is used as a classification model 

in this research. Breiman (2001) first developed the rf model algorithm with the help of decision 

trees (Zhang et al., 2017; Gayen et al., 2019). Its basis is the ensemble learning method, in which 

a user can “tie” multiple classifiers to address challenging tasks and enhance the model’s 

performance. One of the assets of Random Forest is essentially a decision tree. The final decision 

is made by result polling from different trees and selecting the most popular one. Most of the 

outcomes of each tree generate the end output. The random forest model provides more accuracy 

than the other model and provides a clear and separate distribution plot of features in each class 
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(Couronné et al., 2018; Fox et al., 2017). It can handle the missing data effectively; the developed 

model can be saved with the new data for future use. In this research, the following steps were 

followed to build a Random Forest model: 

 

• First of all, ‘K’ features from total m features were randomly selected, where k<m 

• Node ‘d’ was calculated among ‘K’ features. 

• Split the node into several daughter nodes using the best-split method. 

• Repeated the previous steps until reaching the ‘I’ number of nodes. 

• Built a forest by repeating all steps for ‘n’ number of times to create ‘n’ number of trees. 

• The mean squared error of each decision tree with their OOB samples (EOOB) is used to 

calculate the learning error.  

 

The pros of this approach are – (i) that it can deal with very voluminous data of sufficiently 

large dimensions and escape the risk of overfitting (Naghibi et al., 2017), (ii) this does not imply 

additional assumptions about the factors to be manipulated and the result (Youssef et al., 2016), 

(iii) the analyst needs a working dataset, as there is no transformation and scalability before the 

procedure (Gayen et al., 2019) and (iv) the model is readily applicable to any regional scale 

(Pourghasemi & Rahmati, 2019). 

 

3.3.4 Conditional Inference Random Forest (cforest Model) 

The cforest (Conditional Inference Random Forest) combines random forest and bagging ensemble 

algorithm implementation in this research. The main advantage of the Cforest is that it uses 

conditional inference trees as its base learners (Naghibi et al., 2017). Furthermore, Cforest uses 

out-of-the-bag (OOB) data; although it means more information and better accuracy, it is slower 

and can handle less data for the same memory (Thanh et al., 2022). The weighted average of the 

trees was used in this research to open the final ensemble. The main reason for the enhanced 

reliability of cforest predictions is that it produces unbiased trees (Strobl et al., 2007; Mogensen et 

al., 2012). The cforest is always better when the model has computational resources. 
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3.3.5 Gradient Boosting Model (gbm model) 

The gbm offers a powerful technique for tackling regression and classification problems, 

leveraging ensemble learning by strategically combining multiple weak algorithms into a robust 

solution (Islam et al., 2024). This method was applied in this research. By employing decision trees 

as its basic components, this approach incrementally builds a predictive model via an iterative 

process and its’ accuracy is gradually improved as each new element is incorporated into the 

evolving whole (Zhang et al., 2017; Sachdeva & Kumar, 2021). Basic learners are established in 

the initial phase, which are shallow decision trees and are a common choice owing to their 

simplicity, i.e., they serve as a foundation. 

Subsequently, via gradient boosting, new weak learners are fitted in further rounds to the 

residual errors of their predecessors, which reduces the discrepancies between actual and predicted 

outcomes turn by turn. By minimizing collective error residuals, each additional tree is tuned to 

those of earlier stages, and the ensemble members are combined in an optimized manner that 

strengthens overall predictive capabilities with every included model. This model uses gradient 

descent optimization to minimize the loss function (Ridgeway, 2007). At every iteration, it 

computes the gradient of the loss function to the predictions of the ensemble, and then it updates 

the projections in the direction that minimizes the loss (Lu et al., 2020). To fight overfitting, the 

gbm model also uses shrinkage or learning rate. Instead of adding a smaller number of trees, a 

contribution of less than one scale of each tree is added to the ensemble. Smaller contributions will 

make the optimization faster and more conservative, requiring more iterations but protecting the 

model against overfitting. It can also use some regularization; it can be either tree pruning, which 

removes some of the splits, producing no positive results, or it can limit the maximum possible 

depth of the trees. 

  

3.3.6 Ensemble Model 

Combining the above models created and applied an ensemble model to predict TPZ. In this 

research, it was called the TPZ ensemble model. An ensemble model is an ML method that 

combines single models to produce a precise prediction model, which is more robust than any one 

model individually (Ganaie et al., 2022; Mohammed & Kora, 2023). The rationale for this ensemble 

model is consistent with the so-called “wisdom of the crowd,” meaning that the average belief of 

numerous models (in this case, ctree, treebag, rf, cforest, and gbm models) is more efficient and 
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reliable than the view of any given model. This study used stacking or stacked generalization to 

construct the TPZ ensemble model. Stacking is a popular method in this research to prepare the 

ensemble model. Initially, base models, such as ctree, treebag, rf, cforest, and gbm, were trained. 

During the prediction phase, the base models make their predictions on new data, and then the 

meta-model combines these predictions to deliver the final output (Polikar, 2006; Opitz & Maclin, 

1999; Ünlü & Xanthopoulos, 2021). Different base models capture different aspects or patterns 

within the data. 

By using all of them, we can combine these models’ strengths and negate their weaknesses. 

It introduces diversity among the models, which helps it be less vulnerable to overfitting (Gomes 

et al. 2017). If one model overfits to some patterns within the data, others might capture different 

patterns or generalize better towards unseen data (Dong et al., 2020; Opitz & Maclin, 1999; Polikar, 

2006). Ensemble methods are more robust to noise and outliers (Mienye & Sun, 2022; Rokach, 

2010). For example, if a model’s prediction becomes unreliable when the input data falls outside 

the training data, ensembles can enhance this prediction by incorporating reliable predictions from 

other models based on the same input data (Blockeel, 2011; Rincy & Gupta, 2020; Ganaie et al., 

2022). This research computed all models in the RStudio Version 2023.12.1 with Intel(R) Core 

(TM) i5-9300H CPU @ 2.40GHz 2.40 GHz processor with 8GB RAM and 64-bit operating system. 

 

3.5 Fourth Step: Accuracy Assessments 

One of the most crucial aspects of model building is the evaluation of the output models’ precision 

(Das, 2020). The TPZ was validated using the Kappa Coefficient, Accuracy and AUC-ROC curve. 

The ROC-AUC shows how specificity and sensitivity are traded off. The ROC is a two-dimensional 

graph in which the x-axis depicts the specificity, and the y-axis depicts the sensitivity. Equations 

5, 6 and 7 illustrated the attributes of the x and y axis, where the TN represents true negative, FP 

represents false positive, TP represents true positive, and FN represents false negative (Eq. 5, Eq. 

6 and Eq. 7) (Roodposhti et al., 2017). 

 

 

𝑥 = 𝑠𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = [
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
] 

           (5) 
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𝑦 = 𝑠𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = [
𝑇𝑃

(𝑇𝑃 + 𝐹𝑁)
] 

           (6) 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = [
𝑇𝑃 + 𝑇𝑁

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
] 

           (7) 

 

The Kappa coefficient was defined as (Eq. 8). 

𝐾𝑎𝑝𝑝𝑎 = [
𝑃0 − 𝑃𝑒𝑠𝑡

1 − 𝑃𝑒𝑠𝑡
] 

           (8) 

 

where, 𝑃0 is defined as the observed agreement and 𝑃𝑒𝑠𝑡 is the expected agreement. 

The model’s performance is quantitatively depicted by the area under the ROC curve 

(AUC) (Tang et al., 2020). A standard scale of AUC is (i) ≥ 0.9 denotes excellent, (ii) 0.8 to 0.9 

denotes accepted, (iii) 0.7 to up to 0.8 denotes excellent or satisfactory, (iv) 0.5 to 0.7 is 

considerable and (v) less than 0.5 is rejected (Trabelsi et al., 2023; Mitra et al., 2022). It is 

recommended that the machine learning models should be judged based on the validation or test 

dataset (Vabalas et al., 2019). The validation sets are commonly used for hyperparameter tuning, 

where different hyperparameter configurations of the model are tested to find the best-performing 

one. This ensures the model’s performance is optimized for the specific dataset while maintaining 

its generalization ability. 

 

4.0 Results and Discussion 

4.1 Analysis of Multicollinearity 

For all criteria, the tolerance level fluctuated from 0.322 (for PD) to 0.977 (for AS), and the VIF 

varied from 1.217 (for RF) to 2.839 (for FA) (Table 2). The highest VIF assures the lowest tolerance 

level. Here, all VIF values were <10, and all tolerance level values were <1.0. Therefore, the 

findings demonstrate the absence of multicollinearity in the 11 investigated preprocessing factors. 
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Table 2. Tolerance level and Variance Intrusion Factor for different indicators. 

Criteria Tolerance VIF 

RL .491 2.036 

AS .977 1.023 

CVR .495 2.022 

FA .352 2.839 

VS .595 1.681 

RF .822 1.217 

WL .756 1.323 

PGR .496 2.017 

LR .458 2.182 

PD .322 3.102 

RRD .814 1.229 

 

 

4.2 Spatial Interrelationship Between Tourism Location and Causative Factors 

The distribution of tourism locations and causative factors was illustrated in this research using the 

AHP model. The AHP is an unbiased multicriteria decision-making method for selecting the best 

option from many alternatives (Munier & Hontoria, 2021; Senapati & Das, 2021). The AHP 

method was proposed by Saaty (1980, 1987), and it attracted the attention of numerous researchers 

owing to its adaptability and usefulness. Initially, the pairwise comparative matrix, which 

represents the relative priorities of each criterion and contains an identical number of rows and 

columns, was prepared. The five-membered expert panel chose the significance of several criteria 

in this case. The panel included experts and researchers with at least five years of experience in 

travel and tourism. In a separate consent form, the consulted experts agreed that the scores would 

be used only for academic purposes without disclosing their identities. The preference of each 

criterion was estimated using a relative dominance scale of 1–9 (Saaty, 1980). Here, 1, 3, 5, 7, and 

9 were marked as equal, moderate, strong, very strong, and extreme or substantial importance, 

respectively. In contrast, 2, 4, 6, and 8 represented intermediate values. The necessary condition 

for a considerable AHP matrix is that the consistency ratio should be <0.1. 

The RL of Assam varied from 1 meter to 1971 meters (Figure 2a). The study area’s Western 

and Eastern sections had lower elevations (i.e.,1 meter to 300 meters). The southern sections are 

comparatively high (i.e., 300 meters to 1971 meters). The tourism potentiality decreases with the 

increasing relief value. As a result, priority rises as the class value of the relief decreases, and vice 
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versa. The 1 to 300-meter relief class had higher coverage (87.055% area). Moreover, an inverse 

trend was observed between very high RL and tourist locations. Therefore, tourism potentiality 

pixels overlapped substantially in the moderate to low RL classes. The AS fluctuated from -1 to 

359.458 (Figure 2b). 

Therefore, lower AS is gaining increased attention in the case of tourism and its potential. 

In this study, the AS was divided into four categories, and its importance increased as the class 

value decreased. The first category (−1 to 89.211) was directed toward flat northern, northeastern, 

and eastern directions. The Brahmaputra River passes through the middle portion of Assam, and 

the lowest AS value was marked along the river (1 to 89.211). The second category (89.212–

179.424) was marked toward the eastern, southeastern, and southern directions. The third category 

(179.424–269.636) was directed toward the southern, southwestern, and western directions. The 

fourth category (269.637– 359.848) was marked toward the western, northwestern, and northern 

directions. As the distance from the river increased, the AS increased Tourism potentiality pixels 

overlapped largely in moderate to low AS (i.e., 194 pixels). The FA fluctuated from 4.52% to 

86.07% within the study area. Large FAs were marked in the districts of Karbi Anglong, West 

Karbi Anglong, Dima Hasao, Cachar, Hailakandi, and Karimganj. 

Moreover, 30%–50% of FAs were present in the Kakrajhar, Chirang, Golpara, Kamrup, 

Karimganj, and Tinsukia districts. The remaining districts were marked by comparatively lower 

FAs (i.e., 4.52%–30%). Picturesque attractiveness is positively accelerated by the FA, attracting 

many adventure travellers (Karali et al., 2021). The FA was categorized into four groups in this 

study, and as the category value increased, the weights increased and vice versa (Figure 2c). 

Moderate to high forest cover attracted more tourism potentiality pixels (i.e., 162 pixels). The 

number of RFs in Assam fluctuated from 0 to 29 (Figure 2d). A comparatively higher number of 

RFs (i.e., 16–29) was found in the West Karabi Arlong, Naogaon, Karbi Arlong, Tinsukia, and 

Kamrup metropolitan districts. The remaining districts were marked by fewer numbers (0–15) of 

RFs. The number of reserved forests exerts a favourable impact on tourism potential. Here, in this 

research, the RF was classified into four classes, and the class value increased, weightage increased, 

and vice versa (Figure 2d). Moderate and high classes of RF incur higher tourism potentiality pixels 

in the study area (i.e., 234 pixels). 
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Figure 2. Criteria of the study area: (a) Relief, (b) Aspect, (c) % of forest area, and (d) Number of 

reserved forests. 

 

The number of WL in the study area varied from 0 to 1790 (Figure 3a). The higher number 

of WLs (i.e., 251 to 1790 numbers) were identified in the districts of Kakrajhar, Karbi Arlong, 

Naogaon, West Karbi Arlong, Sontipur, Hailakandi, Karimganj and Tinsukia districts. The 

remaining portions were noticed to have a lower number of wetlands. The WL favourably vibrates 

the tourism potential. In this study, the WL was categorized into four classes, and the priority 

increased with increasing class value. Furthermore, tourism potentiality pixels merged substantially 

in very high, high, and moderate class values of WLs (i.e., 228 pixels). 

The CVR fluctuated from 86.401% to 108.007% (Figure 3b). Most parts of Assam 

experienced considerable variations in rainfall. Comparatively higher amounts of rainfall variation 

(92.889%–108.006%) were noted in the districts of Dhubri, Kokrajhar, Golpara, Bongajagaon, 

Barpeta, Chirang, Baksa, Nalbari, Kamrup, Karabi Arlong, Darang, Kamrup Metropolitan, 

Morigaon, Sontipur, Lakhimpur, Dhemji, Naogaon, Dima Hasaao, Cachar, Hailakandi, and 
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Kamrup. Lower amounts of rainfall variation were seen in the remaining districts. The CVR 

positively enhanced tourism potential (Giorgi and Lionello 2008). Four categories were used to 

classify the CVR in this instance, and as the value of each category increased, so did the priority 

and vice versa. In addition, tourism location pixels merged most substantially in very high, high, 

and moderate class values of CVR (i.e., 228 pixels). 

The VS of the study area was marked by identifying 17 major hills (Figure 3c). Here, the 

VS was categorized into four classes. The Western sections of the study area were more prominent. 

The VS positively enhances the potential for tourism (Giorgi and Lionello 2008). In this instance, 

the VS was split into four categories, and priority increased as the class value increased. Tourism 

potentiality pixels overlapped mainly in very high, high, and moderate classes of VS (i.e., 273 

pixels). 

 

 

Figure 3. Criteria of the study area: (a) Number of wetlands, (b) Coefficient of variation of rainfall, 

and  (c) Viewshed. 
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The PGR of the research area varied from 5.210% to 24.440% (Figure 4a). Comparatively 

higher PGR values (i.e., 20–24%) were identified in the Dhubri, Bongaigaon, Golpara, Barpata, 

Darrang, Kamrup Metropolitan, Morigaon, Cacchar, Hailakandi, and Karimganj districts. The 

remaining districts exhibited a growth rate of 5.210%–20%. The PGR, in this instance, was divided 

into four categories, and the priority increased as the quantity of each class increased and vice versa. 

High, very high and moderate classes of PGR were noted for a high number of pixel counts of 

tourism potentiality (i.e., 311 pixels). 

The PD of the study area varied from 44 to 1313 individuals per square kilometer. A 

comparatively higher PD value (i.e., 701–1313 people/sq.km) was observed in the Dhubri, Barpata, 

Nalbari, Kamrup Metropolitan, and Naogaon districts. The remaining districts had 44–700 

people/sq.km. (Figure 4b). High PD negatively affects tourism potentiality. Therefore, the PD, in 

this instance, was divided into four distinct classes, and its importance increased as the class value 

decreased and vice versa. Substantial tourism potentiality pixels overlapped in the low and 

moderate PD classes (i.e., 315 pixels). 

The LR varied from 65.37% to 88.71% within the study area of Assam. Comparatively 

lower LRs were marked in the Dhubri, Chirang, Sontipur, Baksa, Golpara, Jorhat, and Tinsukia 

districts. On the contrary, higher LRs were identified in the Darrang, Kamrup Metropolitan, 

Morigaon, Golaghat, Jorhat, Sivsagar, Karbi Anglong, Hailakandi, and Karimganj districts (Figure 

4c). As tourism is a tertiary activity, the LR would positively impact tourism activities. Here, the 

LR was classified into four groups, and as the value of each class increased, so did the priority and 

vice versa. High, very high, and moderate classes of LR combined achieve a higher number of 

pixels for tourism potentiality (i.e., 310 pixels). 

Road and railway networks connect the tourism destinations quickly and smoothly (Bast et 

al. 2016). Therefore, the RRD was divided into four categories. As the class value increased, so did 

the priority and vice versa. Moderate, high, and very high classes of RRD combined overlapped 

with higher tourism potentiality pixel values (i.e., 249 pixels). The detailed areal coverage of 

different thematic layers, their classes and weights were marked in Table 3. 
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Figure 4. Criteria of the study area are (a) growth rate (%), (b) population density, (c) literacy rate 

(%), and (d) road and railway density. 
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Table 3. Relationship between the variables with the help of the AHP method. 

Indicators Class Category Priority % 

(Weightage) 

Principal 

Eigenvalue 

& 

Consistency 

Ratio (CR.) 

Number of 

Pixels in 

the 

domain 

Number of 

tourism 

potentiality 

pixels in the 

domain 

% 

Area 

R
L

 

 
1.00 - 

80.00 

(Low) 

80.01 - 

300.00 

(Moderate) 

300.01 - 

800.00 

(High) 

800.01 - 

1971.00 

(Very High) 

  
  

 

1.00 - 80.00 1 3 4 5 (55.00%) 8 Principal 

Eigenvalue 

= 4.057, 

Consistency 

Ratio 

CR = 2.1%  

3696933 140 39.234 

80.01 - 300.00 0.33 1 2 2 (21.40) % 6 44485020 178 47.281 

300.01 - 800.00 0.25 0.5 1 2 (14.20%) 4 9533666 37 10.249 

800.01 - 

1971.00 

0.2 0.5 0.5 1 (9.40%) 2 2508725 10 2.697 

A
S

 

 
-1 - 

89.211 

(Low) 

89.212 - 

179.424 

(Moderate) 

179.425 - 

269.636 

(High) 

269.637 - 

359.848 

(Very High) 

  
  

 

-1 - 89.211 1 2 5 7 (54.50%) 8 Principal 

Eigenvalue 

= 4.072, 

Consistency 

Ratio 

CR = 2.6% 

23798802 80 25.583 

89.212 - 

179.424 

0.5 1 2 3 (24.70%) 6 24023779 114 25.825 

179.425 - 

269.636 

0.2 0.5 1 3 (14.10%) 5 22381165 95 24.059 

269.637 - 

359.848 

0.14 0.33 0.33 1 (6.70%) 3 22820598 73 24.532 

F
A

 

 
50.001 - 

86.070 

(Very 

high) 

30.001- 

50.00 

(High) 

15.001 - 

30.00 

(Moderat

e) 

4.520 - 

15.000 

(Low) 

  
  

 

50.001 - 86.070 1 2 5 7 (53.20%) 8 7858 101 25.856 

30.001 - 50.00 0.5 1 3 3 (27.30%) 6 5793 62 19.062 
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15.001 - 30.000 0.2 0.33 1 3 (12.80%) 5 Principal 

Eigenvalue 

= 4.118, 

Consistency 

Ratio 

CR = 4.3% 

12149 134 39.976 

4.520 - 15.000 0.14 0.33 0.33 1 (6.70%) 3 4591 66 15.106 

W
L

 

 
501 – 

1790 

(very 

high) 

251 – 500 

(High) 

101 – 250 

(Moderat

e) 

0 – 100 

(Low) 

  
  

 

501 - 1790 1 3 4 7 (56.30%) 8 Principal 

Eigenvalue 

= 4.063, 

Consistency 

Ratio 

CR = 2.3% 

2616 30 8.608 

251 - 500 0.33 1 2 3 (22.30%) 6 11800 142 38.827 

101 - 250 0.25 0.5 1 3 (14.80%) 4 4737 56 15.587 

0 - 100 0.14 0.33 0.33 1 (6.70%)3 11238 134 36.978 

C
V

R
 

 

 
86.401 - 

87.563 

(Low) 

87.564 - 

92.888 

(Moderate) 

92.889 - 

101.239 

(High) 

101.240 - 

108.006 

(Very high) 

  
  

 

86.401 - 87.563 1 2 4 7 (52.50%) 7 Principal 

Eigenvalue 

= 4.050, 

Consistency 

Ratio 

CR = 1.8% 

4293 87 14.126 

87.564 - 92.888 0.5 1 2 3 (25.40%) 6 6896 124 22.691 

92.889 - 

101.239 

0.25 0.5 1 3 (15.20%) 5 8816 78 29.009 

101.240 - 

108.006 

0.14 0.33 0.33 1 (6.90%) 3 10386 73 34.175 

V
S

 

 
7.1 – 12 

(Very 

High) 

4.1 – 7 

(High) 

1.1 - 4 

(Moderat

e) 

0 – 1 

(Low) 

  
  

 

7.1 - 12 1 3 4 8 (57.20%) 8 Principal 

Eigenvalue 

= 4.052, 

5051 60 16.669 

4.1 - 7 0.33 1 2 3 (22.00%) 7 2932 37 9.676 

1.1 - 4 0.25 0.5 1 3 (14.50%) 5 8614 176 28.428 

0 - 1 0.12 0.33 0.33 1 (6.30%) 3 13704 92 45.226 
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Consistency 

Ratio 

CR = 1.9% 

R
F

 

 
23-29 

(very 

high) 

16-22 

(High) 

8-15 

(Moderat

e) 

0-7 

(Low) 

  
  

 

23-29 1 3 4 8 (56.40%) 8 Principal 

Eigenvalue 

= 4.048, 

Consistency 

Ratio 

CR = 1.7%  

2788 31 9.174 

16-22 0.33 1 2 5 (24.20%) 6 2258 26 7.430 

8-15 0.25 0.5 1 3 (13.90%) 4 14813 177 48.741 

0-7 0.12 0.2 0.33 1 (5.40%) 3 10532 128 34.655 

P
D

 

 
44 – 350 

(Low) 

351 – 700 

(Moderate) 

701 – 

1000 

(High) 

1001 – 1313 

(Very High) 

  
  

 

44 - 350 1 2 4 5 (50.70%) 8 Principal 

Eigenvalue 

= 4.021, 

Consistency 

Ratio 

CR = 0.8% 

10642 108 35.017 

351 - 700 0.5 1 2 3 (26.40%) 6 15875 207 51.940 

701 - 1000 0.25 0.5 1 2 (14.30%) 4 3651 43 12.013 

1001 - 1313 0.2 0.33 0.5 1 (8.60%) 3 313 04 1.030 

P
G

R
 

 
20.001 - 

24.440 

(Very 

high) 

15.001 - 

20.000 

(High) 

10.001 - 

15.000 

(Moderat

e) 

5.210 - 

10.000 

(Low) 

  
  

 

20.001 - 24.440 1 2 4 5 (51.20%) 8   

Principal 

Eigenvalue 

= 4.047, 

Consistency 

Ratio 

CR = 1.7% 

8213 98 27.024 

15.001 - 20.000 0.5 1 2 2 (24.40%) 6 11272 138 37.090 

10.001 - 15.000 0.25 0.5 1 2 (14.60%) 4 6737 75 22.168 

5.210 - 10.000 0.2 0.5 0.5 1 (9.80%) 2 4169 51 13.718 
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L
R

 
 

79.31-

88.71 

(Very 

high) 

72.64-79.30 

(High) 

65.38-

72.63 

(Moderat

e) 

58.34-65.37 

(Low) 

  
  

 

79.31-88.71 1 2 3 5 (48.80%)8 Principal 

Eigenvalue 

= 4.041, 

Consistency 

Ratio 

CR = 1.5%  

313 47 1.030 

72.64-79.30 0.5 1 2 2 (25.20%) 6 4704 116 15.478 

65.38-72.63 0.33 0.5 1 2 (16.10%) 4 8539 147 28.097 

58.34-65.37 0.2 0.5 0.5 1 (10.00%) 2 16835 50 55.395 

R
R

D
 

 
300.01 - 

482.69 

(Very 

High) 

70.01 - 

300.00 

(High) 

30.01 - 

70.00 

(Moderat

e) 

0 - 30.00 

(Low) 

  
  

 

300.01 - 482.69 1 2 3 9 (52.70%) 8 Principal 

Eigenvalue 

= 4.021, 

Consistency 

Ratio 

CR = 0.8%  

156 01 0.513 

70.01 - 300.00 0.5 1 1 3 (21.50%) 6 1337 16 4.399 

30.01 - 70.00 0.33 1 1 3 (19.30%) 5 9701 232 31.921 

0 - 30.00 0.11 0.33 0.33 1 (6.40%) 3 19197 113 63.167 
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4.3 Analysis of Different Pre-Requisites of Machine Learning Models 

Before the initialization of ML models, a 10-fold repeated cross-validation framework was 

developed. The objective was to optimize the size of the tree. After plotting the 1-P value threshold 

vs. accuracy (repeated cross-validation), accuracy was maximized into a relatively less complex 

tree (Figure 5). The final value used was mincriterion 0.01, which was used to tune the model best.  

 

 

Figure 5. Threshold vs. accuracy plot. 

 

In the final model, 16 terminal nodes were created in the regression trees (Figure 6). The 

rules for this ctree model are presented in Appendix. 1. Within these terminal nodes; the model 

predicted criterion 1 (very high to high TPZ) nine times. The final treebag model was created using 

25 bootstrap replications. The final accuracy was used for the rf model to select the optimal model 

using the largest value. The final value for the rf model was mtry = 11 (best tuned). For this final 

rf model, the number of trees was 500, and the number of variables was split into six parts. The 

OOB error estimated for the model was 17.25%. For the cforest model, the final accuracy was used 

to select the optimal model using the largest value mtry = 11 (best tuned) with a total of 500 trees 

in the final model. The final tuned gradient-boosted model was created using the Bernoulli loss 

function with 50 iterations. The model had 50 trees, an interaction depth of 2, shrinkage of 0.1, and 

a minobsinnode of 10. 
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Figure 6. Regression tree for Conditional Inference Tree (ctree) model (HW – high to moderate class; LW – low class). 
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4.4 Variable Importance Analysis 

Tourism Potentiality is a multifaceted concept dependent on several criteria (Raha & Gayen, 2021). 

Therefore, it is essential to determine the influential factors of tourism potentiality and their 

contribution. After training each model, the Variable Importance Plot (Figure 7) was assessed. The 

FA is most important for the ctree model (Figure 7a). The FA was followed by LR, WL, RF, RL, 

CVR, RRD, AS, VS and PGR (least importance). RRD was marked with the highest importance 

for the treebag model (Figure 7b), and PD was identified as the least important. LR, FA, RL, AS, 

CVR, VS, RF, PGR, WL and PD followed RRD. In the rf model (as shown in Figure 7c), the 

feature RRD was identified as having the most significant importance, with FA, LR, RL, AS, VS, 

PD, RF, CVR, WL, and PGR following in descending order of importance. For the cforest model 

(Figure 7d), FA was marked with the highest importance, followed by RRD, LR, PD, RF, RL, 

PGR, CVR, VS, WL and AS. The FA was also found to be most important for the gbm model 

(Figure 7e). Here, WL was found to be the least important. RRD and LR were also found with 

substantial importance for the gbm model. For the TPZ Ensemble Model (Figure 7f), the rf model 

was the most important, followed by the gbm, treebag, ctree and cforest model. 
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Figure 7. Variable Importance Plot of different models (a) ctree model, (b) treebag model, (c) rf 

model, (d) cforest model, (e) gbm model, and (f) ensemble model. 
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4.5 Tourism Potentiality Assessment Models 

Tourism potentiality assessment models were applied in this research, which included five ML (i.e., 

ctree, treebag, rf, cforest, and gbm) and one ensemble model (Figures 8a, 8b, 9a, 9b, 10a, and 10b). 

All models showed very high, high, and moderate to low tourism potentiality per the natural break 

strategy (Gayen et al., 2019). Higher values indicate greater tourism potentiality. 

Using the ensemble model, 35.42% of the area had high tourism potentiality. Moreover, 

64.58% of the area was identified as having moderate to low potentiality. Using the treebag model, 

53.61% of the area was found to have high to very high tourism potentiality, whereas 46.39% 

displayed moderate to low potentiality. Furthermore, using the ctree model, 50.62% of the area was 

restricted as having high tourism potentiality and the remaining 49.38% was marked as having 

moderate to low potentiality. Using the cforest model, almost 40.52% and 59.48% were identified 

to have high to very high and moderate to low tourism potentiality, respectively. On the contrary, 

using the rf model, 28.24% of the area exhibited high tourism potentiality, and the remaining 

71.76% had moderate to low potentiality. Finally, using the gbm model, 36.5% of the area was 

restricted as having high tourism potentiality and 63.5% as displaying moderate to low potentiality 

(Table 4). 
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Figure 8. Tourism Potential Zone (TPZ) is predicted by (a) Conditional Inference Tree Model 

(ctree model) and (b) Bagged CART model (treebag model). 
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Figure 9. Tourism Potential Zone (TPZ) is predicted by (a) rf model and (b) cforest model. 



 

59 
 

 

Figure 10. Tourism Potential Zone (TPZ) is predicted by (a) gbm model and (b) Ensemble model. 
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Table 4. Pixel count with percentage area by different models. 

 Pixel Count % Area 

Models Moderate 

to Low 

High Very 

High 

Total Moderate 

to Low 

High Very 

High 

Total 

Ensemble 19339 8353 2253 29945 64.58 27.89 7.53 100 

Bagged CART 13891 13152 2902 29945 46.39 43.92 9.69 100 

Conditional Inference 

Random Forest 

17811 11608 526 29945 59.48 38.76 1.76 100 

Conditional Inference 

Tree 

14787 11716 3442 29945 49.38 39.13 11.49 100 

Random Forest 21489 7350 1106 29945 71.76 24.55 3.69 100 

Gradient Boosting 19015 10488 442 29945 63.5 35.02 1.48 100 
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4.5.1 Very High (VH) and High (H) TPZ 

The detailed characteristics of this zone were briefly discussed as follows: 

 

• VH and H tourism potentialities dominated Assam’s middle, southeastern, and southern 

sections. Over 50% of the area of Golpara, Hailakandi, Jorhat, Kamrup, Kamrup 

Metropolitan, Karbi Anglong, Karimganj, Lakhimpur, Naogaon, Sivasagar, Tinsukia and 

West Karbi Anglong districts were marked with Very high potentials for tourism (Figures 

8a, 8b, 9a, 9b, 10a, 10b).  

• These sections were marked with the moderate to high relief structure (80.01 meters to 1971 

meters) (Figure 2a), which creates a broader viewshed of the location and attracts tourists 

conveniently and easily (Huff & Tingley, 2015). 

• Higher number of reserved forests (8 to 29 numbers, Figure 2d) and larger forest area 

(30.001% to 86.07% area, Figure 2c) in these sections created an amazing ambience for the 

tourism activities.  

• The region is dominated by the wetlands (i.e., 251 to 1790 Figure 3a) and rainfall variation 

(i.e., 92.889% to 108.006%, Figure 3b). A wetland is an area where the ground is 

continuously or periodically flooded by water, whether salty, pure, or a combination of 

both. The seasonal variation of rainfall accelerates a particular region’s vegetation pattern 

and forest cover. The seasonal variation creates the rhythmic diversity of forest cover 

(Ghazoul, 2016). 

• This section has a higher road and rail density (greater than 70, Figure 4d), accelerating the 

region’s connectivity. Tourists can reach their destination more relatedly and easily through 

accessible roads and rails (Holloway & Humphreys, 2022).  

• The population density (351 to 1000 persons/ sq.km., Figure 4b), population growth rate 

(10% to 24%, Figure 7a) and literacy rate (72.64% to 88.71%, Figure 7c) are higher in these 

sections of the study area. The literacy rate creates awareness about a balanced population 

structure, creating a favourable environment for tourism activities (Getz & Page, 2019). 

 

Irrespective of the above issues, these portions are affected by comparatively low pollution 

levels, as more reserved forests and forest areas dominate them (Singh et al., 2020). As a result, 

these portions are marked with a higher potential for tourism. 
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4.5.2 Moderate (M) to Low (L) TPZ 

The detailed characteristics of this zone were briefly discussed as follows: 

 

• The upper Assam and the upper northeastern portions were marked with low tourism 

potential. Over 50% of the areas of Baksa, Barpeta, Bongaigaon, Chirang, Darrang, 

Dhemaji, Dhubri, Dibrugarh, Golaghat, Kokrajhar, Morigaon, Nalbari, Sontipur, and 

Udayguri were identified under the moderate to low tourism potentials (Figures 8a, 8b, 9a, 

9b, 10a, 10b).  

• Comparatively flat terrain (1 to 300 meters, Figure 2a, 2b, 2c) was marked in these sections, 

which does not create any picturesque beauty and does create a low viewshed of a particular 

region. 

• Near about 5% to 30% forest area (Figure 2d) and a comparatively low number of reserved 

forests (0 to 15 numbers). These factors lower the ambience, vibrations, and motivations 

for tourist activities. 

• These sections are scarce wetlands (i.e., 0 to 250 numbers in Figure 3a), and these sections 

are marked with a very low amount of rainfall variation (i.e., 86.401% to 92.888%, Figure 

3b). 

• Moderate to high population density (i.e., 351 to 1000 persons/square km., Figure 4b) and 

growth rate (i.e., 10.001 % to 20.000%) are also marked in these portions of the study area 

(Figure 4a). Literacy rates (i.e., 58.34% to 72.63%, Figure 4c) are also comparatively poor. 

• These portions have low to moderate RRD values (0 to 70) (Figure 4d). 

 

Apart from the above-specified issues, these portions are affected by comparatively high 

pollution levels, as they are crowded with different types of industries. These sections are over-

congested. Therefore, these sections do not attract tourists and have comparatively low potential. 

 

4.6 Validation 

The Ensemble model appeared with the highest Kappa (0.81), accuracy (0.93 value) and AUC-

ROC (96.9% area) values. Based on AUC-ROC measurement, the Ensemble model was followed 

by the cforest model (89.7% AUC), rf model (79.9% AUC), gbm model (78.8% AUC values), ctree 

model (74.9% AUC values) and treebag model (74.01% AUC-ROC). According to the quality 
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criteria of AUC, the performance of the ensemble model appeared to be ‘excellent’. The 

performance of the cforest model was ‘accepted’. The remaining models’ performances (i.e., ctree, 

treebag, gbm, and rf models) are ‘good’ or ‘satisfactory’. Based on the accuracy and Kappa 

measurement, the Ensemble model outperformed other models. The Ensemble model was followed 

by the rf, gbm, cforest, ctree, and treebag models. For both cases, ctree and treebag are the worst 

performers. On the contrary, rf, cforest and gbm models performed well. ROC-AUC and accuracy 

plots were outlined in Figure 11, Figure 12, and Table 5. 

 

 

Figure 11. AUC_ROC by different machine learning models (detailed results are presented in 

Table 5). 
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Figure 12. Accuracy and Kappa plots for different models. 

s 
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Table 5. Accuracy of different models (predictive accuracy). 

Model names Accuracy Kappa Rank 

(Based on 

Accuracy 

and Kappa) 

Model Names AUC_RO

C Values 

95% Confidence 

Interval (For AUC) 

Rank (Based 

on AUC) 

 Upper 

Bound 

Lower 

Bound 

 

Ensemble 0.92 0.81 1 Ensemble 96.9% 0.850 0.962 1 

Conditional 

Inference Tree 

(cforest) 

0.81 0.62 4 Conditional 

Inference Tree 

(cforest) 

89.7% 0.723 0.878 2 

Random Forest (rf) 0.85 0.68 2 Random Forest 

(rf) 

79.9% 0.713 0.870 3 

Stochastic gradient 

Boosting (gbm) 

0.84 0.67 3 Stochastic 

gradient 

Boosting 

(gbm) 

78.8% 0.693 0.854 4 

Conditional 

Inference Tree 

(ctree) 

0.80 0.60 5 Conditional 

Inference Tree 

(ctree) 

74.9% 0.806 0.896 5 

Bagged CART 

(treebag) 

0.79 0.57 6 Bagged CART 

(treebag) 

74.01% 0.693 0.895 6 
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5.0 Discussion 

According to the accuracy assessments, the ensemble method is the most accurate approach in this 

research. By combining the forecasts of various bootstrapping base models, such as decision trees, 

random forests, gradient boosting, and ensemble methods, the shortcomings of individual models 

can be eliminated, and the advantages of these methods can be exploited. The ensemble method 

draws on the combined wisdom of multiple models to improve predictive performance. Therefore, 

the ‘TPZ ensemble model’ formulation represents a new direction in tourism research. The TPZ 

ensemble model outperforms individual models and demonstrates good predictive ability across 

various accuracy metrics. Rigorous scrutiny revealed that the TPZ ensemble model significantly 

outperformed its constituent parts, achieving an exceptional area under the curve (AUC) value of 

96.9%. Additionally, it exhibited strong performance with a Kappa coefficient of 0.81, indicating 

substantial agreement beyond chance. The most remarkable finding is that while maintaining its 

generalization capability, the ensemble model achieved an accuracy of 92%. Furthermore, 

ensemble methods aid in the decision-making process by helping to select the best model from 

various machine learning models. 

Furthermore, the rf and cforest models handled large datasets without variable deletion, 

which may have contributed to their strong performance in this study. According to Catani et al. 

(2013), the RF model can handle nonlinearities between dominant factors, providing good 

performance in the current context. With respectable performances, this model has also been shown 

to be helpful in other research domains, including mapping groundwater potential, predicting 

wildfires, modeling sediment yield (Masselink et al., 2017), and mapping landslide susceptibility 

(LSM) (Taalab et al., 2018; Zhao et al., 2017). The gradient boosting models also performed well 

in prediction accuracy, possibly because they combine the predictions of several base estimators, 

typically decision trees. 

According to the present study’s results, the ensemble model’s accuracy was much greater 

than any individual model’s. The high performance of these methods is scaled further by their 

ability to support large datasets; therefore, they can be used in applications with large datasets. 

However, decision trees (such as the conditional inference tree and the Bagged CART models) can 

isolate outliers in different leaves, which prevents them from substantially impacting the 

performance of the model as a whole. Additionally, ctree and the Bagged CART model cannot 

efficiently handle large amounts of data. These methods are also sensitive to outliers. Although the 
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performance of these models was quite satisfactory in this study, the prediction accuracy, Kappa 

coefficient and AUC-ROC were relatively low compared to those of other models. 

 

6.0 Conclusion 

This research used an ensemble model and various ML algorithms (i.e., ctree, treebag, rf, cforest, 

and gbm) to predict the TPZ for the state of Assam. Initially, a comprehensive tourism inventory 

database was created from field research and Google Earth imagery, which produced 365 tourism 

points. This study produced encouraging results by utilizing a wide range of tourism conditioning 

factors as independent variables, such as RL, AS, VS, FA, and WL, as well as socioeconomic 

criteria, such as PD, LR, and RRD. The results clearly showed the good quality of the maps 

generated, with the best agreement between the ML models and tourism inventory data points. All 

spatially assessed TPZ maps demonstrated high tourism potentialities, which were dominant in 

Assam’s southeastern and southern sections. High tourism potentialities were associated with 

moderate to low RL, higher VS, FA, WL, rainfall variation, higher LR, and better communication 

networks (here, RRD). 

Over 50% of the areas of Golpara, Hailakandi, Jorhat, Kamrup, Kamrup Metropolitan, 

Karbi Anglong, Karimganj, Lakhimpur, Naogaon, Sivasagar, Tinsukia, and West Karbi Anglong 

districts were marked by very high to high tourism potentiality, and over 50% of the areas of Baksa, 

Barpeta, Bongaigaon, Chirang, Darrang, Dhemaji, Dhubri, Dibrugarh, Golaghat, Kokrajhar, 

Morigaon, Nalbari, Sontipur, and Udayguri were marked by low tourism potentiality. All models 

performed admirably in prediction accuracy after a thorough analysis using Kappa, accuracy, and 

AUC-ROC methods. The TPZ ensemble model was proposed by combining other base models, 

and interestingly, this model emerged as the frontrunner, showcasing superior metrics, including 

the highest AUC (97.6%), Kappa (0.82), and accuracy (0.93) values.  

The findings from this research emphasize the potential of ML and ensemble methods in 

predicting TPZs, furnishing valuable insights for decision-makers tasked with spearheading 

tourism development in Assam. By offering robust and nuanced predictions, these findings are 

expected to contribute to informed decision-making processes aimed at harnessing the rich tourism 

potentiality of the region, thereby fostering sustainable growth and prosperity. 
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