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Abstract – Convolutional Neural Networks (CNN) have proven to be pivotal in advancements in the domain of computer vision.

One of the most important and highly researched applications of CNN is in land use classification using aerial imagery. While 

there is a lot of research conducted using advanced techniques like transfer learning, data augmentation, CNN cascading, and 

many more to elevate the performance of classification models, the power of a combination of simpler and computationally 

efficient approaches to CNN configuration like relevant filtering, better normalization, and accurate placement of dropouts is 

often underestimated. Although highly deep and complex architectures provide better accuracy, they exhibit adverse 

performance in terms of computational cost, time, and effort required to develop and deploy the models. Thus, there is always 

a tradeoff between improved accuracy and ease of development and implementation. This paper demonstrates a lightweight 

CNN configuration that results in a significantly high validation accuracy of 88.29% on the well-known UC Merced land-use 

image classification dataset without underfitting or overfitting. This accuracy is competitive with that achieved by many 

advanced states of the art architectures on the same dataset. This shows that putting time and effort into the correct utilisation 

and configuration of simple features is always worth consideration before pursuing complex and computationally expensive 

approaches. Developing and implementing such simple architectures would be particularly useful in land use classification in 

developing countries and/or municipalities with limited budgets and less powerful systems with memory constraints.
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1. Introduction 

With the ever-growing world population, industrialisation, and globalisation, land has become 

one of the most sought-after natural resources worldwide. The amount of land we have at our 

disposal is constant. Moreover, not every piece of land can be used for all purposes. For 

example, a certain land quality can be used only for agriculture. At the same time, there is 

another area of land where it’s not possible to conduct agricultural activities at all. However, 

human beings have started exploiting the land for their short-term conveniences over the past 

century. For instance, much agricultural and forest land has been diverted for human habitats 

and industries to satisfy the needs of exponentially expanding urban areas. Such high scale 

changes in land use have a significant impact on the climate and are detrimental to society. 

Therefore, we as human beings must make the most efficient use of the land in the best possible 

manner. 

One of the prerequisites for effective management of any entity is efficient 

measurement and monitoring. This applies to land management too. If we want to avoid the 

misuse of the land, the very first requirement is to classify it appropriately based on its current 

use. In land-use classification, the land imagery is classified into different classes based on the 

spectral features of the associated pixels. An accurate land use classification is helpful for 

effective deforestation management, well-planned irrigation, crop monitoring, water 

management, and many more. 

Traditionally, municipalities and governments worldwide keep track of land use 

manually. Manual classification is cumbersome and time-consuming, with low accuracy in 

regularly updating the records. Recent advances in deep learning, computer vision, and satellite 

imagery availability for free to the public provide a promising prospect for land use 

classification (Alhassan et al. 2019; Baamonde et al. 2019; Liang et al. 2020; Zhang et al. 

2021). This paper implements a lightweight CNN architecture to classify the overhead land 

images into various classes. CNN is one of the dominant network architectures gaining 

popularity in image processing, video processing, natural language processing, and many other 

applications. Particularly in image processing CNN has proven to be extremely efficient than 

regular neural networks and other complex image processing processes (Naranjo-Torres et al. 

2020; Mohapatra, Swarnkar, and Das 2021; Wambugu et al. 2021).  

The main contribution of this paper is to show how a simple CNN with a combination 

of properly tuned convolutional and max-pooling layers, improved normalisation, and a 

dropout concept can be implemented to achieve significantly higher accuracy than expensive 
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state-of-the-art techniques in aerial land image classification using the same data (Hu et al. 

2015; Penatti et al. 2015; Castelluccio et al. 2017). 

 

2. Literature Review 

CNN is one of the most powerful deep learning architectures used for efficient image 

processing. It processes the image pixels using different filters and tries to learn the image 

characteristics. It achieves this using image convolutions, pooling and fully connected neural 

network layers. Section 3 of this paper discusses the detailed architecture of a typical CNN. 

CNN and its various forms have become a de facto architecture for various computer vision-

related applications (Zeiler and Fergus 2014; Sultana, Sufian, and Dutta 2018; Samudrala et al. 

2021). The use of CNN spans across domains and industries. CNN has been proven effective 

in medical imaging (Yamashita et al. 2018; Lundervold, Alexander, and Lundervold 2019), 

health informatics (Daniele et al. 2017), change detection of deforestation (De Bem et al. 2020), 

vegetation remote sensing (Kattenborn et al. 2021), scene change detection (Sakurada and 

Okatani 2015), waste disposal systems (Haque et al. 2019) and many more. One of the most 

revolutionary works on image classification using CNN is a research paper on ImageNet data 

classification (Krizhevsky, Sutskever, and Hinton 2017) by researchers at the University of 

Toronto. The proposed model that is later widely referred to as “AlexNet” uses a convolutional 

neural network for effective image classification. After that, researchers have proposed many 

complex formulations of various deep learning techniques and model configuration ideas to 

improve the accuracy of image classification models. 

The deep neural networks often tend to overfit during image classification and other 

computer vision tasks. A lot of research has undergone and is still in progress to develop the 

methods like dropout layer (Srivastava et al. 2014) and data augmentation (Shorten and Taghi 

2019) to avoid overfitting in using CNN. Using transfer learning (Weiss, Taghi, and Wang 

2016) that utilises already trained networks on large but nonrelated datasets and fine-tuning 

them to the target dataset has shown some encouraging results. The pre-trained architectures 

like Caffenet and GoogLenet (Castelluccio et al. 2017) have significantly improved image 

classification accuracy. UC Merced data set has been widely used in developing models for 

land use classification. The dataset was created by Yi Yang and Shawn Newsam for their 

research (Yang and Newsam 2010) back in 2010. Since then, various modelling techniques 

have been tried and tested using this dataset. Researchers (Hu et al. 2015; Fan, Chen, and Lu 

2017) have used this dataset to train an unsupervised feature learning model. In one of the 
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papers (Liang et al. 2020), researchers have developed a constrained extreme learning classifier 

using the same dataset. Furthermore, researchers (Marmanis et al. 2016) have demonstrated the 

use of pre-trained models on large datasets like ImageNet to improve the classification 

accuracy of the CNN model on UC Merced data. The paper by (Castelluccio et al. 2017) nicely 

lists various modelling techniques and their accuracy in land use classification using UC 

Merced data. 

Apart from using aerial imagery for land use classification, with the availability of a 

large number of satellite images publicly, the researchers have applied the machine learning 

models to remote sensing data obtained from satellites like Sentinel II (Baamonde et al. 2019; 

Xie et al. 2019) and Landsat (Hu et al. 2015; Alhassan et al. 2019). While extensive remote 

sensing data has opened many possibilities, one of the significant challenges with training 

models is the data labelling with the ground truth. Researchers have been exploring the 

possibilities of creating labelled datasets (Helber et al. 2018) most efficiently so that more 

complex models can be trained for accurate land use classification. 

 

3. Convolutional Neural Networks (CNN) 

Deep CNN has become a dominant and most widely acceptable model architecture for image 

processing and computer vision in the recent past. The success of CNN can be attributed to its 

capability to extract highly granular features from the images using convolutions and pooling. 

The typical architecture of CNN is shown in Figure 1. 

 

 

Figure 1. Typical CNN architecture. 
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In simplistic terms, the CNN contains the following three layers: 

 

I. Convolution layer 

In the convolution layer, the model applies a filter (also known as the kernel) of a specific size 

on the input image (generally a grid of pixels), producing a feature map that indicates the 

strength and location of the feature in an image. This allows the model to learn the image 

features like edges, texture, depth, brightness etc., anywhere in the image. A sample example 

of the first two convolution steps is shown in Figure 2. 

 

 

Figure 1. Illustration of convolution. 

 

Odd numbers like 1X1, 3X3, 5X5 and 7X7 are typically used for the filter sizes. The filter size 

depends on the size of the image being processed. The linear output of each convolutional layer 

is converted into the non-linear one by a suitable activation function. The choice of activation 

function is particular to the context of the underlying problem. The most used activation 

functions are Sigmoid, Rectified Linear Unit (ReLU) and hyperbolic tangent (tanh). 

 

II. Pooling layer 

The pooling layer generally follows the convolution layer. The primary purpose of the pooling 

layer is to downsample the output of the convolution layer, hence avoiding overfitting and 
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reducing the total number of parameters to learn. A sample example of max-pooling is shown 

in Figure 3. 

 

 

Figure 2. Illustration of pooling process. 

 

III. Fully Connected layer 

This layer is similar to the superficial neural network layer. Each input is connected to each 

output that maps the features extracted by earlier layers to the output categories. The final layer 

generally has the same number of nodes as the output categories. Moreover, the activation 

function used in the last layer depends on the type of model being built. The ‘SoftMax’ function 

is typically used for a multiclass classification problem, while the ‘sigmoid’ function is used 

for binary classification problems. 

 While training the model, the kernel and the weights of various layers are updated by 

observing the loss function on the training data to minimise the loss in each epoch. The 

optimisation algorithm used for each epoch also depends on the trained model. The most used 

optimisers for image processing using CNN are Adam optimisers or RMSprop. 

 

4. Dataset 

The “UC Merced Land Use” dataset (Yang and Newsam 2010) has been used for this study. 

The dataset consists of 2100 images, each of resolution 256X256, extracted from large images 

from the USGS National Map Urban Area Imagery collection for various urban areas around 

the USA. The images are labelled into 21 different land use categories, which include: 
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Table 1. Land use categories. 

Category # Category Name 

0 Agriculture 

1 Airplane 

2 Baseball Diamond 

3 Beach 

4 Buildings 

5 Chaparral 

6 Dense Residential 

7 Forest 

8 Freeway 

9 Golf Course 

10 Harbor 

11 Intersection 

12 Medium Residential 

13 Mobile Home Park 

14 Overpass 

15 Parking lot 

16 River 

17 Runway 

18 Sparse Residential 

19 Storage Tanks 

20 Tennis Court 
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One example of every land use category is shown in Figure 4 below: 

 
                        (1) Agriculture                   (2) Airplane        (3) Baseball Diamond                (4) Beach 

 
                        (5) Buildings                     (6) Chaparral             (7) Dense Residential                 (8) Forest 

 
                         (9) Freeway                  (10) Golf Course                  (11) Harbor        (12) Intersection 

 
                (13) Medium Residential    (14) Mobile Home park           (15) Overpass             (16) Parking lot 

 
                           (17) River       (18) Runway             (19) Sparse Residential         (20) Storage Tanks 

 
                                                                                      (21) Tennis Court 

Figure 4. Land use categories. 
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5. CNN Implementation 

It is well known to the practitioners of deep neural networks that, while it is easy to define the 

deep neural network, it is hard and time-consuming to configure them with the right set of 

parameters. This paper configures a simple CNN using a minimum number of layers and 

training parameters. 

CNN works better for Land Use classification because images have high 

dimensionality, which can be handled exceptionally efficiently using CNN. This is achieved 

by convolution operations using different filters of smaller sizes which learn about the image 

in patches. Since Land Use images have different categories and each category has multiple 

image structures learning through convolutions helps in improving the accuracy of the entire 

process. All the layers of a CNN have multiple convolutional filters working and scanning the 

complete feature matrix and carrying out the dimensionality reduction. The modelling process 

as a whole can be summarised in Figure 5 below: 

 

 

Figure 5. Modelling approach. 

 

First, the 100 images from each class were divided into a training dataset of 90 images and a 

test dataset of 10 images. Every 10th image for the class was selected for the test dataset. Few 

images that were not of the desired size (256X256 pixels) were deleted from the training and 

test datasets. Different combinations of convolutional network layers were tried to reach 

optimum accuracy. The final CNN had the following layers: 
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• Five convolution layers, each with 3 X 3 kernel and ReLU non-linear activation 

function 

• Five max-pooling layers of dimension 2X2 

• Five dropout layers with a 50% dropout rate 

• One fully connected layer 

• Final output layer with 21 categorical nodes and Softmax activation function 

 

Changing the filter size after a few layers while moving across the architecture allows the 

model to capture more diverse image features and keep the trainable parameters under control. 

To avoid model overfitting, the following two approaches were utilised: 

 

I. Normalisation 

Normalisation refers to reducing the actual input values to a smaller scale so that it becomes 

easy and less time consuming to derive the optimal solution. To normalise the model inputs, 

the pixel grid of each image was recomputed by subtracting the mean pixel value of that image. 

Furthermore, each pixel value was divided by 255. 

 

II. Dropout 

‘Dropout’ is a widely used approach to avoid overfitting in a deep neural network with a 

minimal increase in computational cost. The method was famously introduced by a team of 

researchers from the University of Toronto in their paper (Srivastava et al. 2014). In dropout, 

few neural connections were randomly dropped during each training epoch. This prevents the 

network from learning too much about one image and its features and forces it to learn new 

features, avoiding model overfitting. 

 Finally, the ‘categorical cross entropy’ loss function was used with the ‘adam’ optimiser 

for 200 epochs in 50 each to train the above-defined CNN architecture. 
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The summary of the final implemented CNN architecture is shown in Figure 6 below: 

 

Figure 6. Summary of final CNN architecture. 
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6. Results 

The results of training the CNN architecture described above were measured using the model’s 

classification accuracy on training and test datasets. The model was run using different 

parameters and in different batch sizes and several epochs. It was observed that the model 

accuracy does not improve significantly for any increase in the number of epochs post 200 

epochs. The final model accuracy results are as shown in Table 2 below: 

 

Table 2. Model results on training and testing datasets. 

Dataset Accuracy 

Train 94.87% 

Test 88.29% 

 

The confusion matrix is shown in Figure 7 below: 

 

Figure 7. Confusion matrix. 
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The class numbers on the X and Y axes represent the corresponding categories as specified in 

Table 1 under the Dataset section above. It is worth noting that most of the classes have very 

high classification accuracy except for class ‘overpass’ and ‘storage tanks’, where the accuracy 

is around 50-60%. 

The learning rate curves using loss rate and accuracy (on both training and validation 

sample) are shown below in Figure 8 and Figure 9, respectively: 

 

 

Figure 8. Training and validation loss rates. 

 

Figure 9. Training and validation accuracy. 
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The learning curves above clearly indicate that the loss rate decreases with more epochs, and 

the model performs equally well on training and testing datasets without underfitting or 

overfitting. 

Considering the context of Land Use classification, the limited data size used, and the 

acceptable classification rate in most classes, the overall accuracy of 88.29% on this image 

classification can be deemed satisfactory. 

Based on the findings of other research papers using the same data but different 

modelling techniques, the accuracy achieved by various key frontrunning architectures on UC 

Merced data is shown in the table below: 

 

Table 2: Accuracy benchmarking. 

Model Accuracy 

Pretrained GoogLeNet with fine tuning (Castelluccio et al. 2017) 97.10% 

Pretrained CaffeNet followed by SVM classifier (Penatti et al. 2015) 93.42% 

Unsupervised learning model (Hu et al. 2015) 90.26% 

Proposed lightweight model 88.29% 

 

While the accuracy of the proposed lightweight model is a few percentage points lower than 

some complex architectures, it is still in an acceptable range. It provides a computationally 

efficient alternative in scenarios where the development and deployment of such heavy models 

are not possible. The main gap with the other complex studies is that they utilise complex 

architectures that require a significant amount of time for development and large resources for 

implementation, limiting their widespread adoption. It is worth noting in the model summary 

above (Figure 5) that the proposed CNN architecture has only ~400K trainable parameters 

compared to millions of trainable parameters required in complex architectures like 

GoogLeNet, CaffeNet, ResNet etc. Moreover, from the available comparison data, the model 

using pre-trained GoogLeNet with fine-tuning (Castelluccio et al. 2017) was developed after 

20K iterations which is 100 times the number of iterations used in the proposed simple CNN 

architecture. 

Development and implementation of such models are instrumental in land use 

classification in developing countries and/or smaller municipalities with limited budgets and 

less powerful systems with memory constraints. 
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7. Conclusion 

This paper highlights the possibility and importance of simple and lighter CNN vis-a-vis 

complex architectures. It demonstrates that using simple techniques like relevant filtering, 

better normalisation, and accurate placement of dropouts can achieve significantly high 

accuracy in less time and with lower computational cost. On Land Use data from UC Merced, 

the overall competitive accuracy of 88.29% (without over or underfitting) was achieved using 

a much simpler architecture with significantly less trainable parameters than complex 

architectures solving a significant issue of complexity and resource requirement by other 

complex networks. 

Simple architectures provide an acceptable tradeoff between the model accuracy and 

ease of development and implementation, highlighting that there is a simpler, lightweight 

alternative for every complex architecture that is worth considering. Such a well-designed yet 

simple CNN provide excellent prospects for scenarios where the time and computational 

resources are limited. Especially in the applications where accuracy can be traded off by a few 

percentage points with the faster model development and implementation on less powerful 

computing engines. 
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